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Computability Theory

- Interested in the nature of computable functions
- Alternatively: recursive functions, lambda calculus, Turing machines, algorithms, etc.
- The meat: how can we talk about non-computable functions?
- Connection to logic: the more non-computable a function is, the more quantifiers we need to define it.
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Question

Given a computable graph $G$ with domatic number $n$, what is the size of the largest computable domatic partition of $G$? In other words, what is $d^c(G)$, the computable domatic number?
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A path:

- - - - - - - - -

Every third vertex must be colored the same.
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